Increasing horizontal resolution of geophysical models by generalized inversion
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Summary

The horizontal resolution of a geophysical model is normally limited by the distance between a source and receivers of a seismic survey or a transmitter and receivers of an electromagnetic/electrical survey. This is because these surveys usually measure the average value of a physical property between the source and a receiver. For example, the Multichannel Analysis of Surface Waves (MASW) technique has been employed to generate 2-D shear (S)-wave velocity sections. The S-wave velocities of 2-D sections are average values of materials between the source and the last receiver. Interpretation based on the average model obviously generates low-quality products. Low horizontal resolution of the S-wave velocity models severely limits the potential application of MASW in near-surface geophysics. We discuss the inverse problem related to the average model and how to apply the generalized inversion to obtain a horizontal-resolution-improved model. A real-world example of the MASW technique demonstrates the increased horizontal resolution derived from the generalized inversion.

Introduction

A technique (Park et al., 1999, Xia et al., 1999) utilizing a multichannel recording system to estimate near-surface S-wave velocity from high-frequency (≥ 2 Hz) Rayleigh waves (Multichannel Analysis of Surface Waves—MASW) has been applied to more and more near-surface problems (e.g., Xia et al., 1998, 2002a, 2002b, and 2004; Ivanov et al., 2000; Miller et al., 1999; Yilmaz and Esen, 2002; Calderon-Macias and Luke, 2002). Studies on the MASW method have been extended to areas of utilization of higher modes (Xia et al., 2003; Beaty et al., 2002; Beaty and Schmitt, 2003), determination of near-surface Q (Xia et al., 2002c), optimization of field parameters of data acquisition (Zhang et al., in press), and deployment of autojugie (Steeples et al., 1999) with the MASW method (Tian et al., 2003a and 2003b). However, we still face the fundamental question: what is the resolution power of high-frequency surface wave data/models? Lacking a certain resolution power, high-frequency surface wave data/models would be meaningless. Without understanding the resolving power of the MASW techniques, our ability to solve geological problems with the MASW techniques would not be clearly defined. Understanding the model resolution in inversion of Rayleigh wave phase velocities is critical in applying the MASW method to near-surface geological/geophysical problems. Xia and Chen (2003) introduced a concept of a smear matrix that explained why the vertical resolution of S-wave velocity profile obtained by inversion of Rayleigh wave data varies. The smear matrix clearly showed that errors in measured data limits the vertical resolving power of Rayleigh wave data. Xia and Chen (2003) concluded that the vertical resolution of the MASW model can be increased by increasing the accuracy of measured data. They also concluded that modeling results based on the layered earth model can provide a measure of the vertical resolution of the MASW technique in near-surface applications. They suggested that it is necessary to perform the forward modeling of high-frequency Rayleigh waves during the designing phase of a data acquisition to define the upper limits of the possible error level. Measured data with errors below this error level secure an inverted model possessing a certain vertical resolution that is sufficient for geological interpretation.

The MASW data are acquired as other geophysical surveys with an active source such as electromagnetic survey, electrical survey, Spectrum Analysis of Surface Waves survey (SASW, Stokoe et al., 1989), with the source and the receiver usually not placed at the same location. The horizontal resolution of geophysical models derived from these data is normally limited by the distance between the source and the receiver. In some cases, the separation between the source and the receiver is relatively small compared to the dimension of a specific geological problem, so the demand for improved horizontal resolution is relatively weaker. For certain geophysical techniques, however, the demand for improving horizontal resolution is very strong. MASW data acquisition requires certain source-receiver offsets to allow Rayleigh waves to fully develop into plane waves (Park et al., 1999; Zhang et al., in press). Specific source-receiver offsets are also required for acquiring enhanced Rayleigh waves and generating high-resolution images of dispersion curves. A new technique (Xia et al., 1998; Miller et al., 1999) combined the MASW method with a standard CDP (common depth point) roll-along acquisition format (Mayne, 1962) to generate 2-D S-wave velocity sections. This technique possesses a very high potential for applications in urban geophysical settings due to its high signal-to-noise ratio (Xia et al., 2004). However, because S-wave velocities are averaged values of the materials between the source and the last receiver, a process that reduces horizontal resolution, applications of the method in near-surface geophysics are limited.

In this study, we specifically discuss a generalized inverse technique for increasing the horizontal resolution of 2-D S-wave velocity sections obtained by the MASW method. Optimistic results from real-world data demonstrate the feasibility of this technique.
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Unblurred model

Menke (1984, p. 172) showed an example of an image enhancement. Let us consider that a one-dimensional camera records brightness along a line and assume that the camera moves parallel to the line. If the camera moves through three scene elements during an exposure, each camera element records the average of three neighboring scene brightnesses (Figure 1). If the contribution of three neighboring scene brightnesses is assumed to be equal, a relationship between scene elements (brightnesses) and camera pixels (records) can be described by the equation, \( c = Gs \), where \( c \) is a vector of the camera pixels with a dimension of \( N \) and is called blurred model, \( s \) is a vector of scene elements with a dimension of \( M (M = N+2) \) and is called unblurred model, and \( G \) is the data kernel with the following form,

\[
G = \frac{1}{3} \begin{bmatrix}
1 & 1 & 1 & 0 & 0 & \ldots & 0 \\
0 & 1 & 1 & 1 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 1 & 1 & 1
\end{bmatrix}
\]

Figure 1. When a camera moves through three scene elements during an exposure, each camera pixel records the average brightness of three neighboring scene elements. There are two more unknowns than the number of data (From Menke, 1984).

The system \( c = Gs \) is undetermined. The minimum length solution can be found by generalized inversion as \( s = G^T (GG^T)^{-1} c \).

From this example, first, we understand that the data kernel \( G \), in fact, is a weighting matrix. The previous \( G \) is the equal weighted matrix. It is obvious that the data kernel \( G \) is determined subjectively. Based on different geophysical data and their accuracy, the data kernel may be determined differently. For the given example, we can define the data kernel proportional to \( 1/d \) (d is the distance from the camera to the screen) so the second nonzero element of each row in the data kernel will be a little larger than its neighboring elements on the same row. By doing that, we may obtain different unblurred model. Second, the condition number of matrix \( [GG^T] \) is normally very large so its inverse is unstable, especially when \( M \) is relatively large (> 100).

To stabilize the inverse processing, we first modify the data kernel in the following form

\[
G = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & \ldots & 0 \\
1/4 & 1/2 & 1/4 & 0 & 0 & \ldots & 0 \\
0 & 1/4 & 1/2 & 1/4 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 1/4 & 1/2 & 1/4 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

Figure 2. A modified setting of camera pixels and scene elements. Two “fake” pixels are added at each end of the camera pixels as input data.

We add one row in the beginning of the matrix and one row in the end matrix. Extra rows in the beginning and the end of the matrix represent the data extrapolation from the beginning to the beginning and the end of the data set. The above matrix represents the simplest way to handle the extrapolation, i.e. to set the extrapolated data with the same as the first or the last data point (Figure 2). This modification allows the data kernel to be fully ranked theoretically, i.e. \( R(G) = M \). Second, we define the data kernel weighted unequally. The element in the center of the non-zero elements of \( G \) will be the largest and the non-zero elements on end will be the smallest. The smallest value is also the increment between weighting coefficients so that the elements between the smallest and the largest coefficients change gradually. Physically, by doing this so, we put higher weights on the data in the middle compared to the ones toward the edges. It is not only reasonable to put more weight on the data close to the center of transmitter and receiver(s) than rest of data, but clearly this weighting strategy also increases the values of the diagonal elements of matrix \( G \) and in this manner it improves the condition number of \( G \), which numerically stabilizes the inversion.
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The unblurred model $s$ can be calculated by $s = Hc$, where $H$ is the generalized inverse of $G$. Using the singular value decomposition technique (Golub and Reinsch, 1970), we can write $G = U \Lambda V^T$ and the unblurred model $s = HC[G^T[GG^T]^{-1}c = V \Lambda^{-1} U^T c$, where $U$ and $V$ are semi-orthogonal matrices, and $\Lambda$ is the diagonal matrix. The stability of the inverse matrix $H$ can be achieved by introducing a damping factor in the diagonal matrix $\Lambda^{-1}$. The choice of the damping factor is really an “art” work of the inverse “game.” This is why Claerbout (1992, p. 82) thought choosing a damping factor is a subjective matter. We selected the singular value of matrix $G$ where the second derivative respect to its order index reaches the highest value as a damping factor to smooth the inverse with no firm theoretical basis. There probably are other better ways to determine the damping factor.

Real-world example

We applied the inverse technique discussed in the previous section to MASW data acquired in Andalusia, Alabama in 1999 (Miller and Xia, 1999). The data were collected along a dirt road within the Conecuh National Forest where sinkholes were present in close proximity (Figure 3). Data were recorded by a 60-channel Geometrics StrataView seismograph with forty-eight 4.5 Hz vertical component geophones separated by 4 ft and a Rubberband Assisted Weight Drop (RAWD) (built at the Kansas Geological Survey) as the source on 8 ft spacing. The nearest offset was 30 ft in hopes of mapping subsurface up to 100 ft of depth. Data were acquired from both directions along the dirt road. A total of 40 shots were collected in each direction in the CDP roll-along format. After determination of Rayleigh-wave phase velocities and inversion of each shot gather, we can generate 2-D S-wave velocity sections (Xia et al., 1998). Figure 4a shows a 2-D section with source location at lower station numbers pushing the geophone array forward and Figure 4b shows a section with the source at positions of higher station numbers pushing the geophone array backward. We expected both sections to be very similar to each other. In fact, they are different. The striking low velocity “bulls eyes” located around station 3057 and 3090 at a depth of 30 ft that are associated with nearby sinkholes. These low velocity features in Figure 4a were clearly different from corresponding ones in Figure 4b. The main reasons that caused the difference are that an S-wave velocity profile at each station was averaged (blurred) within a horizontal distance of 192 ft and sources at different locations.

![Figure 3. A test line with sinkholes.](image)

![Figure 4. Blurred S-wave velocity models (a) and (b) and unblurred S-wave velocity models (c) and (d) by the inversion.](image)
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We defined the data kernel with the smallest element of 0.0069 to the largest 0.0833 with an increasing rate of 0.0069 and extrapolated the eleventh and twelfth data points from the first and last data points, respectively. Because the S-wave velocity model of Figure 4 consisted of 14 layers, we applied the inverse technique to the S-wave velocity model of Figure 4 layer by layer with the median of the singular values as a damping factor. After unblurring processing by the inversion, two velocity features in Figure 4c possess patterns similar to the corresponding ones in Figure 4d, especially the low-velocity feature around layer with the median of the singular values as a damping factor. After unblurring processing by the inversion, two velocity features in Figure 4c possess patterns similar to the corresponding ones in Figure 4d, especially the low-velocity feature around layer with the median of the singular values as a damping factor.

Conclusions

The unblurring processing discussed in this paper is a simple and effective way to improve horizontal resolution, especially for high-frequency surface wave data acquired in the CDP format. After unblurring, the horizontal resolution with source spacing could be achieved in the MASW S-wave velocity sections. This technique can also be applied to other geophysical data acquired with an active source (a transmitter) and receiver(s) being separated to improve their horizontal resolution.
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