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ABSTRACT
SYNSIZE, a Fortran 77 computer program, was written to generate
synthetic seismic responses from well log analyses. The progranm algo-

rithm solves the one~dimensional wave equation in the frequency domain

. for plane waves normally incident on flat layers. An inverse fast

Fourier transform produces a time domain trace including primaries and
multiples.

Linear frequency dependent attenuation and a lithology dependent
dissipation factor, Q, are included. This facilitates simulation of
pulse broadening with depth and allows variable attenuation of surface
multiples.

The program is applied to interpretation of two proposed geologic
models for a salt dissolution sinkhole in Ellsworth County, Kansas.
Correlation of reflections favors the second model. The generated
synthetic traces closely approximate real stacked CDP (common depth

point) data.
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INTRODUCTION

Synthetic selsmograms, computer-generated artificlal seismic
data, are widely accepted within the geophysical community as a tool
for modeling the selsmic response of sedimentary sequences. For ex~
ample, from April 1984 to March of 1985, 80 technical articles classi~
fied under the heading "Seismic” appeared in print in the Soclety of
Exploration Geophysicists' journal Geophysics. Of these, 36 employed
synthetic seismograms in modeling seismic response.

The ubiquitous nature of these models can be explained. The goal
of all modeling is to ensure that the selsmic section represents the
geologlc cross section and can be related unambiguously to it. Simply
stated, a match must exist. Modeling 1is instrumental in accomplishing
this objective in three ways.

The first is the simulation of multiples. Peg leg, first and
higher order multiples, are commonly present on real selsmic data and
can be easily misinterpreted to represent a lithologic interface. A
synthetic selsmogram capable of generating multiples can aid in deter-
mining whether events on the actual stacked data represent bedding
contacts (real geology) or multiples (transmission effectsg).

Secondly, a match is facilitated by modeling through simulation
of pulse width effects of dispersion and the simulation of the
sedimentary sequences' collective characteristics as a filter. Stu-
dies by Widess (1973,1982) and Kallweit and Wood (1982) have tied the

ability of the selsmic pulse to detect geologic structure, especially



thin beds, with the pulse width or time length of a seismic pulse. A
model displaying changes in pulse width within the rock units, whether
source or transmission dependent, enables the modeler to understand
the effect exerted by various source bandwidths and lithologies on
geigmic response. Rocks tend to filter and disperse seismic waves and
these effects will ultimately determine how the rocks limit observa-
tional tools, particularly in sequences dominated by thin beds.
Finally, the simulation of respouse on a high speed digital com=-
puter allows one to ask "what 1£?". Many geologically sensible models
exlst for an observed seismic response. Without simulation, one can-
not quantitatively address the question of cause and effect for the
geologlc sequence and the seismic response. Specifically, questions
of how changing lithology, ordering, and thicknesses of rock units
affect the seismlc record go completely unanswered without some kind
of modeling. Modeling is8 a quantitative link between the geologic
units on the cross section and the reality of the seismic reflections.
This linking cannot be done with a pencil and paper "thumbnail” calcu-

lation, especially with multiple layers.



JUSTIFICATION

Selsmic reflection modeling programs may be grouped into either
time domain or frequency domain methods. The former group was the
first to be developed; The latter hinged upon the development of the
fast Fourier transform (FFT).

Four major synthetic selsmogram techniques performed in the time
domain are those of Peterson et al. (1955), Wuenchel (1960), Robinson
and Treitel (1980), and Trorey (1962).

Peterson et al. (1955) derive the reflection coefficient sequence
from velocity logs. They neglect multiple reflections and frequency
dependence of attenuation, and rely upon a nonlinear logarithmic
transformation to arrive at the reflection coefficient log from the
velocity log. A wavelet is then placed at each reflection coefficient
location, simulating the seismic response.

Further refinement of Peterson's method was achieved by Wuenchel
(1960) who was the first to address the problem of producing multiple
reflections on synthetic records. Inclusion of miltiples becomes a
particularly significant feature because in many cases part of the
attenuation on seismograms can be attributed to intrabed multiples
rather than to the intrinsic properties of rock materials. Schoen—
berger and Levin (1974) have estimated that attenuatlon due to
intrabed multiples and energy partitioning associated with layering
accounted for one=third to one-half of the total frequency dependent

attenuation estimated from field selsmograms at well locatious.



MULTIPLE REFLECTIONS
TYPE | TYPE 2 TYPE 3

SURFACE REFLECTOR

INTERFACE

PRINCIPAL. SUBSURFACE REFLECTOR

Figure 1A - Classification of multiple reflections,
from Ellsworth (1948).
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Figure 1B - Classification of mul.tiple reflections,
from Sheriff (1984).
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account for a broadened seismic pulse with increasing traveltime.
Little, if any, agreement exists about even the mogt fundamental pro-
cesses causing attenuation. Kjartansson (1979) reviewed papers on
attenuation by 25 authors and concluded that a fundamental feature
assoclated with the propagation of stress waves 1in all real materials
1s the absorption of energy and the resulting change in the shape of
transient waveforms.

Trorey's (1962) method is the most sophisticated of the time
domaln methods mentioned, employing frequency dependent absorption in
the calculated response. Network theory is employed to minimize exe-
cution time, so the method 1s practical for iterative modeling. This
method produces records with all primaries and peg~leg multiples or
all primaries and multiples. Figure 2 shows theoretical waveforms
from Ricker (1953) supporting frequency dependence of the attenu-
ation. The resulting waveform shape is basic to seismic resolution
since the precise delineation of reflecting beds cannot be properly
addressed unless the form of the selsmic disturbance at depth is
modeled. Inclusion of frequency dependent attenuation is the prin-
cipal advantage of Trorey's method (1962) over that of Robinson and
Treltel (1980).

Frequency domain approaches are patterned after the ploneering
work of Thompson (1950) describing the theory of reflections of a
plane wave from a layered elastic system. All such approaches perform
the maln body of computation in the frequency domain for each con-

gtituent plane wave over a designated bandpass. An inverse FFT is
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performed to bring the response back into the time domain. This is
the egssence of Waters' algorithm and is a basic description of
SYNSiZE, (Appendix 1), the method and program used in this thesis.

Thus far, all of the methods mentioned assume wave propagation in
the z direction only, i.e. perpendicular to flat lying layers. This
is not a tremendous handicap because normal incidence seismlc respounse
algorithms yield a trace that is an excellent approximation to the
‘typically displayed stacked CDP (common depth point) response. Figure
3 shows that the application of normal moveout to a CDP gather forces
all of the traces from a common reflecting point to approximate a
normal incidence trace. The shortcomings of this approximation are
discussed in the critique section of this thesis.

Kennett (1978) discusses a method capable of generating the re-
sponse of multiple layers for nonnormal incidence. The output model
i{s in the form of a field file rather than an approximation to stacked
data. His method is probably the most sophisticated for many layered
systems to appear in print to date, with the desireable attributes of
optional multiples, frequency dependent attenuation, and mode conver=
sions. The drawback is that the layers must be flat, as was the case
for Waters' (1981) and previous methods.

The critical nature of sophisticated synthetic seismogram pro=-
grams 1s pointed out by Waters (198l). He lists some specifications
of state of the art programs, some of which are proprietary or avall-
able for purchase or lease. Common to all of these programs is the

inclusion of curvilinear boundaries to simulate real geologic struc-
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tures. This incluslon, however, results in the abandonment of mode

conversion and frequency dependent attenuatilon modeling capability

because the execution time with these options becomes prohibitive for

arbitrary geologic structures.
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NATURE OF Q AND ATTENUATION

Qualitatively, the symbol "Q" has been used to denote the quality
of a rock for selsmic wave propagation. Parenthetically, "Q" was used
long before 1t was applied to rocks in describing the quality in
electronic filtering. A homogeneous solid would be perfectly elastic
with a Q of infinity; the strain at any point being directly propor-
tional to the instantaneous stress. A wave once generated in such a
medium would have finite energy and would propagate indefinitely.
Experiments have demonstrated that this perfect medium is not a real=-
istic approximation of earth materials. Elastic vibrations subslde;
undergo damping, even when the material is isolated from its surround-
Ings (Bradley and Fort, 1966).

The means of best expressing the internal friction parameters,
l1.e. those parameters relating to the nonelastic damping mechanisms in
earth materials converting strain energy into heat, is open to ques~
tion. Table 1 lists some quantities that are in common use and the
relationship of the listed parameters to the expression for damped
plane waves in an infinite medium.

The nature of the energy loses per cycle may be classified as
linear or nonlinear, constant Q (CQ) or nonconstant Q (NCQ) with the
possibility of band limited near constant Q (Kjartansson, 1979). The
fact that strains less than .00l demonstrate no amplitude dependence
of the propagation velocity or Q substantlates the view that earth

materials response is dominated by linearity (Breunnan and Stacy,
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The symbols for and brief definitions of some of the other internal
friction parameters are:

1/Q = specific dissipation constant-—the tangent of the phase angle by which the
strain lags behind the applied stress in the case of sinusoidal excitation. It is
related to the rate at which the mechanical energy of vibration is converted
irreversibly into thermal energy and thus does not depend on the detailcd
mechanism by which the energy is dissipated

8 = logarithmic decrement—the natural logarithm of the ratio of the amplitudes
of two successive maxima or minima in an exponentially decaying free
vibration

a = damping amplitude coefficient in the cxpression for a free vibration:

e~ sin 2nft

« = attenuation coefficient in the expression for plane harmonic waves in an
o . , . X ,
infinite medium: ¢# sin 2nf (1 - —) where ¢ = wave velocity

c

D = damping ratio, defined by analogy with simple sccond-order systems
&flf = relative bandwidth of resonance curve between the half-power or 0.707
amplitude points for a solid undergoing forced vibrations—is a measure of
the sharpness of the response curve
AE[E - fraction of strain energy lost per stress cycle.
By using the analogy of a simple linear second-order vibrating system b, the
specific damping capacity, may be related to the other parameters as indicated:

a o ‘
= 2mQ =20 =2 = =20 = = 4D = 2r = = —
/ f

Table 1 - Synopsis of internal friction parameters
( Bradley and Fort, 1966 ).
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1977). This means that the strain resulting from the superposition of

two stress functions 1s the same as the sum of the strains resulting
from application of each stress function separately.

In theory, Bland (1960) and Strick (1967) have shown that a par-~
ticular form of the stress—strain relationship leads to a Q that is
independent of frequency, synonymous with a CQ model. This model
gatisfles causality, since the derived creep functions and relaxation
functions (plotting straln versus time and stress versus time respec-
tively) are zero for negative values of time.

Experimentally, results obtained in the Plierre Shale by McDonal
et al. (1958) and Ricker (1953) are consistent with a linear CQ
model. McDonal's results indicated that "individual Fourier compon-
ents of the waveforms decay exponentially and that the decay was
proportional to the frequency”. Even though Ricker fitted his pulse
width versus travel time data with a NCQ function, Kjartannsson (1979)
has reanalysed Ricker's field data producling a comparable fit to a CQ
model.

Johnson and Toksoz (1981) give an excellent overview of the cur=
rent state of affairs in Q models:

A reasonable conclusilon from existing data is that the
amplitude of the seismic response model should be attenuated

exponentially by a coefficlent whose frequency dependence is
linear,

13



ALGORITHM THEORY - Waters' Synthetic Seismogram
°

This section gives a detailed description of the frequency domain
approach used in the program SYNSIZE (Appendix 1) to generate a CQ
model synthetic seismogram for normal incidence. The program uses an
iterative sblution to obtain ratios of up to downgoing cumulative wave
component amplitudes for interfaces bounding layers with no dip by
solving the one-dimensional wave equation in the frequency domain.
Most of the computations are based directly on Waters' (1981) algo-
rithm.

An inverse fast Fourier transform (FFT) operates on the frequency
domain response calculated for each frequency to obtain a final time
domain output.

The algorithm assumes a complex phase velocity:

c =V + iy (1)

where: V the scalar interval velocity for a given layer, and

the imaginary attenuation component.

<
i

A complex representation for the velocity allows convenient hand-
ling of frequency dependent attenuation.

An often used form for the wave equation in one dimension:

3z _ 23 2)

14



has a solutlon of the form:
r =¢ exp [iw[t - ﬁ}} (3)
0 c
where:

r = the displacement of the wave,

r = the initial displacement,
0

it

w the angular frequency of the wave,
X = the axis along which the wave 1s moving, and

t = time.

The complex velocity substitution (1) into (3) yields:

[}

2 2

L =z, exp {1w(t = | 2

This equation can be simplified by assuming that u2<< V2, i.e.
that the square of the scalar velocity is much larger than the square
of the imaginary attenuation component. This assumption seems intui-
tively correct, since attenuatlon coefficients are usually much
smaller than one, while velocitlies are measured in thousands of feet
per gsecond. The above assumption results in a familiar exponentially

attenuating form for the wave equation. Now:

;=g exp {iw(t - w%— +~wﬁr~ﬂ}.

15



Regrouping as the product of two exponential terms:

L =g, exp {1w(t - wéFﬂ} exp [-w 3? }. (4)

Note that (4) is (3), multiplied by an exponential coefficient.

Equation (4) may be rewritten:
L= exp [1w(t - ~%~J} exp (-ax). (5)

Inspection of (4) and (5) yield the attenuation coefficient:

This result may be related to another empirically derived formula:

wf

(6)

where:
Q = the quality factor, independent of frequency (CQ model),
f = the frequency of the attenuated wave,
V = the scalar velocity.

Equation (6) appears in Dobrin (1976) who cited first power

frequency dependence in samples of shale, sandstone, limestone and

16



"caprock”. Kjartansson (1979) has documented a multitude of

mechanisms resulting in this form of attenuation.

Setting:

LA wf
V2 Qv
(7
2v "
v Q °

The assumption u2<< V2 now seams reasonable. The inverse of Q is
always much smaller than one for lithified media, (Bradley and Fort,
1966) hence (7) 1is a small number, supporting u2<< Vza

Given the exponential form for the wave equatlon (5), wave inter=-
action with multiple interfaces can be simulated. Figure 4 (Waters,
1981) shows the wave state for two consecutive layers.

The changes in sign occurring within each mathematical represen-
tation of an upcoming or downgoing wave as shown in Figure 4 can be
explained, since equation (5) represents a wave traveling in the posi-
tive x direction. 1In each layer, there are upcoming waves of ampli-
tude A~ and downgoing waves of amplitude at. Since the waves atten~
uate as they travel through the layer, the amplitudes A;'and A; are
measured at polnts one and two respectively. The same convention
applies to A@Il and Amil at points three and four, also labeled in
Flgure 4.

Often, the derivation of a particular solution to a partial

differential equation, e.g. equation (2), depends upon the specifi-

11
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cation of one or more boundary conditions. These boundary conditions
are a mathematical expression of a physically realistic set of condl~
tions that are applicable to the model used in approximating reality.
Consider a seismic wave propagating across a geological contact
between flat-lying strata. A certain amoﬁnt of energy 1s transmitted
across this interface, and a certain amount is reflected back towards
the surface. At no time, however, does a separation take place along
the contact because of the minute energy of the wave upon the inter-
face. Mathematically, this concept of continuity of displacement can
be expressed at a boundary or contact, using the previously defined

wave formlae, as:
+
A exp {“amxm - (iwxm/Vm)}
+ A; exp {—amxm + (iwxm/Vm)} (8)

= Am+l + Am+1

It 1s also reasonable to requlre stress continuity across the

boundary (Garland,'1979):

dr g
2 m L2 mt1
Cmpm( X )x=x a Cm+lpm+l( 9x )wa. (%)

m

>

Because 5o is the particle displacement due to the combination of

upcoming and downgoing waves, (9) may be rewritten as:

19



+ - + -
ch acm\ -2 az;erl 88;m+1)

= Pkl T3 T A%
X=X x=0

. (10)

+
m m" 9x 3x /

+ -+ -
- i 4
Using the formulae in Figure 4 to define Zn’ Cm’ Skl and Gkl the
partial derivatives of equation (10) may be calculated and substituted

into (9) (Waters, 1981) and evaluated at t=0:

+ Am(am+~~§ﬂ exp {amxm + (iwxm/Vm)} (11)

2 ["*‘ iw

N C L A
mt1 ml Vm+1 okl

® Ct1P 1

For brevity, define:
q = exp {'amxm - (iwxm/Vm)}.

The ratlio of complex acoustic impedances is:

(v + v - Jp
K = mtl mt1/Pmtl . (12)

m (Vm + ium) o

m

An alternate form for (12) is:

2
a ot (Lw/V . Jel o o
Km - mt1 mt+1 ?+L mt+1 . (13)
am + (iW/Vm>Cmpm

20



Equation (13) can be proven approximately equivalent to (12) by
substituting into (12) and neglecting higher order terms in v . Using

(13), equations (9) and (11) reduce respectively to:

+ - + -
A q+ Am/q =A A1 (14)
and:
+ - + -
- A g+ Am/q = Km(— At Am1)° (15)

Representing the ratio of cumulative up to downgoing wave ampli=-

tudes measured at the top of the mth layer 1s easy:

A A~

. m w1
R G R G (16)
m mt+1

Equation (14) may be divided by (15) to obtain:

R + r
2 w1 m
R = q( ) (17)
m 1 + Rm+lrm
where:
1 = Km
o T TEEC )

Equation (17) is the general iteration formula used by SYNSIZE to
obtain the ratio of up to downgoing cumulative wave amplitudes as a
function of a single frequency omega. The calculations must be re-
peated over each frequency within the designated bandwidth of the
response. Note that the formula starts at the bottom of the sequence

and iterates upward, until R, is obtained.

21



The problem of initializing the iterative procedure now remains.

This 1s performed by the program within a separate subroutine START.
The idea 1s that no reflection comes from below the mth boundary; the

last reflecting interface of the model. This means:

A~

o mtl
Rm+1 = “z1wwu'_ 0 (19)
1
and equation (17) simplifies to:
2
R o=qTr, (20)

for the top of the layer above the mth boundary, as shown in Figure 5.

22
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Figure 5 - Position for Cumulative Ratios
of Up to Downgoing Wave Amplitudes
Calculated in Equations (17), (19), and (20).
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CRITIQUE OF PROGRAM SYNSIZE

Any method of generating synthetic seismograms has some weaknes-
ses relative to other methods. The algorithm used by SYNSIZE 1s no
exception.

One weakness is the 1nability of the program to examine the
effect on gtacked data of nonzero source receiver offsets. The
behavior of seismlc waves at nonzero offset has been extensively
studied. Zero offset modeling fails to simulate mode converted waves,
{.e. incldent P waves changing into an S waves or vice versa upon
interaction with an interface. Aki and Richards (1980) show that
nonzero offget conslderations quickly deteriorate into a very com
plicated situation. Figure 6 shows that for a single flat interface,
the partitioning of energy is no longer governed by a single reflec-
tion coefficient, as in the normal incidence case, but is controlled
by "sixteen possible reflection/transmission coefficients”.

The ability of a program to simulate mode conversions is useful
in studying the dependence of selsmic body wave amplitudes upon rock
parameters. Such amplitude changes are not significant until a large
source reclever offset relative to the target depth is used (Morrison,
1984). Reflection and transmission of plane commpressional waves for
flat interfaces has been studied by Tooley et al. (1965). While the
behavior is very complicated, these workers have shown that in general
mode conversions do not account for more than twenty percent of the

total incident wave energy until angles of incidence of at least

24
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thirty degrees are reached. Typical offsets in surveys performed by
the KGS are well below that required to obtaln this high of an angle
of incidence, so inclusion of mode conversions in a modeling program
would have little if any utility In modeling the existing MiniSOSIE
database. Also, recording of the converted waves at the surface re-
quires a level of sophistication in S wave recording that is not yet
widespread in KGS data processing and aquisition. The vast ma jority
of existing data is recorded with vertical geophones. A very small
percentage of the recorded vertical signal results from energy that
has undergone mode conversion.

There are two more significant shortcomings for the program. The
first 1s that the surface reflection coefficient 1s not variable for
the top of the uppermost bounded layer. In the program the magnitude
of this reflection coefficient is always unity. 1In nature, the marine
wave transmission case for a smooth sea approximates this situation.
Here, the air water interface has a reflection coefficient whose
magnitude 1s unlty because of the high acoustic impedance contrast
between water and air and the flatness of the surface compared to the
wavelength of the data. Other geological surfaces do not exhibit this
behavior partially because the change in acoustic impedance 1s ﬁot as
drastic and because other real geological interfaces are often not
flat.

Experimental measuréments of the reflection coefficient for this

interface are rare. Data recorded by Van Melle and Weatherburn (1953)
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showed reflection coefficients as high as two-~thirds for the base of
the Plelstocene Beaumont clay surface in Harris County, Texas.

The program compensates for the lack of adjustment in the reflec—
tlon coefficlent for the uppermost interface. This is in effect
modeling one of the causes for a less than perfect surface reflection
coefficient. A finlte value for Q in the uppermost bounded layer is
analogous to an infinite Q with a surface reflection coefficient less
than one. A study of the influence of Q in the uppermost bounded
layer shown in Figure 7 is summarized in Table 2. Four runs were made
on a single bounded layer model with Q being the only varied parameter
in each run.

The reflection coefficient for the base of the bounded layer is
~.2605, as predicted from the model densities and velocities. The
normalized maximum reflection amplitude for the first order multiple
pulse in Run 1 is ~.2605, one being the maximum for the primary
reflection pulse. Q was infinlty for the bounded layer in rum 1.

This is synonymous with zero attenuation.

Run 2 showed a maximum for the first order multiple pulse of
about two~thirds that for the first order multiple of rum 1. This is
due to the Q value of 500 (sti1ll very high, geologically speaking) for
the bounded layer in run 2. Since the reflection coefficient for the
base of the bounded layer has not changed from run 1 to run 2, the
effect of introducing a finite Q in the layer on maxlimum multiple
amplitude is the same as that obtained by changlng the reflection

coefficient of the uppermost surface to a value less than one. Thus
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FIXED PARAMETERS :

air
surface ( Rore )
V., = 10 K ft/sec
500 £t 1 /
p, = 2.2 g/cc
Ql = yvariable
R1 = -.26
V2 = 15 K ft/sec
p, = 2.5 g/cc
Q2 = 500
Figure 7 — Bounded layer used in multiple amplitude analysis.
. . th
Rn = reflection coefficient for N layer
Rpff = "offective" surface reflection coefficient
/Reff/

RUn Q1 first order multiple

1 infinite 1

2 500 .69

3 100 .50

4 20 .49

Table 2 -~ Influence of Variable Q
on Multiple Amplitudes
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the introduction of Q is said to introduce an effective reflection
coefficient for the uppermost surface with magnitude less than
unity. Runs 3 and 4 demonstrate the lowering Q lowers the effective
reflection coefficient.

The final significant area for improvement remaining in éhe
modeling program is the abllity to zero out events according to their
travel paths, 1.e. to obtain a response with primaries only, primaries
and first order multiples, primaries and peg-leg multiples, etc. As
written, the only option is the response with primaries and all multi=-
ples. The geophone cannot make event discriminations in the field.
Nevertheless, it would be an advantage to automatically catagorize
events on a record without doing travel time calculations by hand. A
step 1n this direction can be made by eliminating all surface multi-
ples through a deconvolution described in detall in Claerbout and

Riley (1976).
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MODEL SET 1 =~ Q, Pulse width, aud phase shifted wavelets

Model Set 1 consists of three different depth models for a single
bounded layer whose parameters (Q, velocity and density) are those of
the Plerre Shale (Ricker, 1953). This model 1s shown in Flgure 8.

The parameters for the lower half space are typical of those encoun—
tered for a limestone. The data in all three runs are filtered over a
bandpass typically used in MiniSOSIE CDP data processing at the KGS.

Observe first the increase in reflection pulse width with
increasing depth or travel time, comparing ruuns one, two, and three in
Figure 9. This is predictable from the CQ model upon which the algor-
ithm is based. More travel time through the shale allows more pulse
broadening. This 1s also an attenuation effect; the energy 1ls concen—
trated in the central portion of the pulse due to less attenuation at
shallow depth.

The response after adding a 90 degree phase shift 1s shown 1in
Flgure 10. The same geologic parameters apply. The spreading of pulse

energy due to attenuation with depth 1s now more visible.

Conclugions -~ Model Set 1

The reflection pulses produced by SYNSIZE for a set of single
bounded layers demonstrate Increasing pulse width with increasing
traveltime. This effect can be attributed to the inclusion of fre-
quency dependent attenuation in the modeling algorithm. The response

1s consistent with models in which the attenuation coefficient is
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proportional to the first power of the frequency, i.e. a linear atten-

uation model.
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ZERO PHASE RESPONSE

Model Set 1

Run 1 Run 2 Run 3
= 200 ft. Z = 400 ft. Z = 600 ft.
z = length of travel path

Figure 9 - Increasing travel path length results
in broadening of the seismic event.

(timing lines spaced at 10 msec)
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PHASE SHIFTED RESPONSE
Model Set 1

Run 1 Run 2 Run 3

z = 200 ft. z = 400 ft. z = 600 ft.

z = length of travel path

Figure 10 - Increasing travel path length results
in broadening of the seismic event.

(timing lines spaced at 10 msec)
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MODEL SET 2 - Simulation of multiples

Figures 11 through 14B demonstrate SYNSIZE's ability to generate
all transmission effects anticipated from a plane wave with normal
incidence on flat layers.

Figures 11 and 12 identify the primary and near surface multiple
reflection events respectively for a geologic model with three bounded
layers. Figure 13 identifies double multiples, while Figures l4A and
14B identify the peg=leg multiples. The parameters chosen simulate a
low velocity‘sand imbedded in a shale layer; a frequently encountered
geological situation.

A brief explanation of the notation used to identify events in
Figures 11 through 14B is appropriate. An upper case P with a number
{ denotes a reflection fron the base of the ith layer. A lower case p
followed by a number i is used to identify an event reflected from the
top of layer i. Thus, P3plP2 would describe an event reflected from
the base of the third layer, top of the first layer, and base of the
second layer, 1n order.

Generation of troublesome multiples is common in this situation.
The high amplitude of some of the multiple events relative to the
primaries can be attributed to the application of automatic gain
control (AGC). Events of this amplitude on a seigmic record with AGC
applied might easily be confused with a real geologic interface, such
as a bedding contact. Parenthetically, deconvolution is particularly

effective in reducing surface multiples, but peg-leg multiples are not
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as easily removed with deconvolution techniques. A modeling program

that can generate peg-leg multiples is particularly useful in inter-

preting a deconvolved section.

Conclusion =~ Model Set 2

Each primary and multiple event labeled in this model set posses=
ses a polarity and an arrival time corresponding to those predicted
from the chosen three bounded layer model. The response of the model
did not include attenuation. This facilitated clear identification of
deeper primaries and multiples. Since the ability of the program to
simulate transmission effects is proven, SYNSIZE may now be applied to

more complicated geologic models.
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MODEL SET 3 = A case study in modeling seismic reflection data

The purpose of this model set 18 to use SYNSIZE to model real
geismic reflection data. A nearby well log yields information on rock
layers needed for input to the program, and the output phase shifted

regponse 1is produced to aid interpretation.

Survey location and method

The reflection survey objective was a sinkhole resulting from
dissolution in the 250 foot thick Hutchinson Salt Member of the Wel-~
1ington Formation near Geneseo, Kansas. Figure 15 ghows the location
of the lines relative to Kansas and to the sinkhole, respectively. 1In
Miller et. al (1985), the sinkhole is said to result from "dissolution
by unsaturated brines from disposal wells or from leakage of surface
and/or shallow groundwater alongside well casings.”

Two reflection profiles were obtained across the center of the
sinkhole. line 1 consisted of 83 shotpoints occupled at 33 foot
intervals, while line two consisted of 84 shot polnts at 33 foot
intervals. This disposition of shotpoints means that the CDP's are
spaced at 16.5 foot intervals. Three CDP locations on line 1 are
shown in Figure 15.

Geophones were evenly spaced over the shot points; the distance
between geophones was approximately three and two-thirds feet. Groups
were wired in series with ten geophones per group, each group leading

into a single channel on the line.
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The MiniSOSIE method (Barbier, 1976) employed in data recording

relies on the random nature in time of the "pops” generated from
multiple compactors, since the autocorrolation of the random pop
sequence 1s convolved with the geophone response to produce field
files that look like a conventional dynamite record.

Data processing was conducted at the KGS on a Data General 32 bit
computer by Dao Somanas, utilizing algorithms from SPEX, a software

system developed and marketed by Sytech, Inc. of Houston, Texas.

Geological description

All consolidated rock units relevant to the seismic survey are
lower Permian to upper Pennsylvanian in age (Flgure 16). Excellent
petrologic synopsis of these units is found in Zeller (1968). 1In
brief, the lower Permian section is largely evaporite bearing clastic
rocks in the upper two thirds with alternating thin (8 to 40 feet
thick) limestones and shales dominating the lower third. Upper
Peunsylvanian units were modeled down to the Topeka Limestone, and are

characteristically thicker (20 to 60 feet) limestones and shales.

Well control —~ Gamma and neutron logs

The survey area has been extensively drilled, but many holes have
only sketchy "top cards"” or "geological reports"” completed at the
drill site recording the lithologies encountered. The best available
information for interpretation of subsurface geology are gamma ray and

neutron logs, since shales and sandstones dominate the section. The
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Cedar ®ills Sandstone

Nippewalia
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O survey (Zeller, 1968)
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_$~w~m-Topeka Limestone (2410 -~ 2470 ft.)
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gamma ray log is highly sensitive to the natural radioactivity of
shales, and the neutron log to the hydrogen content and hence the
porosity of fluid saturated sandstones.

The chosen logs from Buehler No. 11 (location of this hole is
shown on Figure 13) are of high quality and are within 500 feet of the
seismic line. These logs were gathered by Perforating Guns Atlas
Cofp. for Continental Oi1l Company (Conoco). Type logs from Barton,
Ellsworth, and Rice Counties compiled by Harris et al. (1966) also
proved invaluable in correlating known lithologies with the gamma and
neutron response.

A few observations on the correlation of lithologles are appro-
priate. TFigure 17 gshows that the clear identification of the Cedar
Hills Sandstone was made largely from an excellent visual match to the
gamma-ray response from the Barton County type log. The Stone Corrval
gives an unmistakeable high gamma response, as does the Hutchinson
Salt. Interpretation of the thin layers within the Ninnescah shale
and the Wellington Formation 1s not as easy.

Portions of the Wellington above the Hutchinson Salt Member,
hereafter referred to as the salt, are dominated by alternating gamma
highs and lows, as is the Ninnescah shale. The lithologlc differences
between these two formations are subtle. Both contain thin, silty

sandstone beds. The Ninneschah has thicker shales.
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Well control - Sonic logs

No sonic logs within ten miles of the seismic line were available
for interpretation. The nearest sonlc log was from Rice County, and
was completed by Schlumberger for the U.S. Atomic Energy Commission's
(AEC) Atomic Waste Repository Project. The log gives interval vel=-
ocites from the gurface to a depth of 1200 feet, roughly one half of
the depth to which reflections were recorded. The exact location of
the sonlc run was in test hole number two, 30' North of Center N/2 of
Sec. 35, Twp. 193, Rge. 8. This places the sonic run about thirteen

miles south of the seismic line.
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Modeling process and rock parameters

Rock parameters to be estimated from available data for Llnput to
the modeling program SYNSIZE include, for each layer:

1) interval velocity,

2) thickness,

3) density, and

4) dissipation factor, (Q).

Parameters one and two are critical in proper time placement of
the artificial event relative to the events on the real data.
Refraction analysis of the seismic reflection field files produced
information on velocities in upper layers. The first breaks of
refraction arrivals on the field files were fitted to two lines,
corresponding to two layers of velocity 5480 and 7500 feet per
second. Interval velocity estimates were made from 120 to 1200 feet
by approximating the continuous AEC sonic velocity log with a dis-
continous block function. Block lengths were no thinner than five
feet and were typlcally above twenty feet. Blocked log readings were
converted from microseconds per foot to interval velocity in feet per
second. Interval velocity varied considerably from formation to
formation, but showed a high degree of consistency within a given
formation. No velocity logs were available below 1200 feet and since
2400 feet of section was modeled, reasonable velocity estimates for
lower Permian to upper Pennsylvanian limestones and shales were used

from 1200 to 2400 feet.
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Interval velocitles used in generating the final response were
within ten percent of the Interval veloclity estimates from the sonic
logs The tendency of the model velocities to be lower than the sonic
velocities by a few percentage points is consistent with a fracture
system produced from flexure of the sinkhole beds. Parenthetically,
lower selsmlic model velocities are paralleled by Schenk and
Schenkova's (1974) in situ study of the effect of cracks in granodio-
rite on veloclty, where "on an average the presence of cracks de-
creased the observed wave velocities by 40 percent or more.” However,
it is likely that sedimentary velocites would be iess affected due to
the sediments ability to crumble and fi1ll fractures more easily than
igneous rock.

Since all modeled units are sedimentary, a reasonable estimation
of density based on the lithology 1is adequate. Reflection coeffi-
clents are much less sensitive to density contrasts then to velocity
contrasts typlcally eancountered 1n sedimentary sequences.

Variation in Q was most important for the salt. Salt has a lower
Q than other varileties of sedimentary rocks. No direct downhole mea-
surements were avallable, so Q was estimated from Bradley and Fort
(1966) for nonclastics and from a relationship to velocity documented

by Waters (198l) for the clastic units (Figure 18).

Interpretation and model results

Two geologic models were generated to fit the observed sinkhole

data. The responses for these two wodels are shown superposed on the
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sinkhole data in Figures 19 and 20 respectively, along with important

geologic units. The parameters used in generating these synthetic
regponses are shown in Appendices 2 and 3.

The interpretational starting point for both models was a plaus-~
ible identification of the event representing the Stone Corral Anhy-
drite, ldentified by Glover (1959) as a marker often used in interpre~
ting selsmic records in Kansas. Two high amplitude events on the
record are the strongest candidates for the Stone Corral. The first
occurs at about 110 msec in the center of the sink and the second at
about 150 mgec in the same position. Both events are laterally
continuous and are of high amplitude and coherence relative to other
reflections.

The nonuniqueness and subjectivity of modeling geophysical data
is demonstrable. Both models result in an acceptable "match” between
the synthetlc response and the real data. The choice of the second
model as the preferred model is bagsed on subjective interpretation
elements.

The first of these elements is an examination of amplitude rela-
tionships in the real versus the synthetic data sets for the four
coherent events between 100 and 160 msec in the sink's center. The
amplitude pattern for these four events 1s more ciosely matched to the
real data by model 1; the events over thils time window in model 1 do
not demonstrate a similar variation in amplitude. At this point, one
might ralse the question of amplitude distortion due to the applica-

tion of automatic gain control. The counter argument is that the AGC
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window was of gsufficient length (150 msec for both the real and simu-
lated data) to disallow gross distortion of events relative to one
another within the 60 msec window over which amplitudes are compared.
The second element favoring model 2 is successful interpretation
of the data based on a conceptual model of the sink, i.e. that the
sinkhole resulted from dissolution of the salt member, and that
successful Interpretation of the data should support salt dissolution
as the cause for the sink. Model 1 falls short Iin that the events
corresponding to the salt lie within a zone of weak reflection ampli~
tudes between 160 and 200 msec and show none of the effects antici-
pated from dissolution. One would expect fairly strong events oun the
record corresponding to the top and/or the base of the salt, since the
velocity contrast of the salt relative to surrounding units is sub-
stantial on the sonic logs. Instead In model 1 the salt zone is not
delineated by strong events. This is true on the data as well, and is
not consistent with the reasonable expectation of a higher amplitude
event anticipated from a salt/clastic contact. Model 2, however,
shows strong events at the top and at the base of the salt, corres-
ponding to events observed on the real data. FExamination of the model
parameters Iin Appendices 1 and 2 show comparable velocity contrasts
for the salt/clastic contacts in both model runs. The lower amplitude
of the salt contacts in model 1 might be attributed to the destructive
interference of primary and multiple energy in the 160 to 200 msec
zone. Peg=-leg multiples from the Stone Corral could arrive within

this time window.
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Lastly, the zone on the seismic section correlating with the salt
of model 1 demonstrates no thinning or thickening of the salt contact
events as one traverses the sink. This is inconsistent with the no-
tion that either 1) thickening due to a velocity decrease from frac-
turing and/or 11) thinning due to dissolution of the salt or dissente-
gration of overlying strata should be present on the recprd and
associated with the salt. Both of these phenomena are present in the
model 2 salt zone. The zone between events A and B shown in Figure 21
thins from 20 msec on the rim of the sink to about 15 msec in the
center. The zone between events B and C thickens from 18 msec on the
rim to 25 msec or so in the center. While interpretatién of this
behavior is subjective, the decrease of conherence in event C as one
traces this event into the center of the sink and the thickening be-
tween events B and C might be attributable to a rubble zone above the
partially dissolved salt. Fractures in such a zone would i) lower the
velocity and produce the observed thickening, and 1i) lower the coher-
ence of reflected energy due to thelr nonuniformity.

Thinning effects might be explained above the dissolved zone if
one views the "voild” created by dissolution and the permeation of
groundwater in the the strata above the salt as sufficient cause for
{ncreased compaction. This would produce velocity and/or thickness

changes 1in the center of the sink.
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Conclusions: Model Set 3

The program SYNSIZE may serve as an Interpretational ald to seis—
mic interpretation of stacked CDP data. In addition the normal inci-
dence approximation of CDP data resulting from the iterative solution
of the one dimensional wave equation is justifiable in that;

i) a reasonable fit to stacked CDP data is obtalned.
i1) CPU time necessary for computation of the respounse 1s a few
minutes per run, expediting the successive refinement of
models.
Although difficult to quantify;

111) the inclusion of pulse broadening in the program did not
hinder the production of a synthetic multiple layer product
that fits the real data. This is desirable since seisnmic
waves are more accurately simulated 1if frequency dependent

attenuation 18 included.
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GENERAL CONCLUSION

The process of accurately modeling real CDP data in Kansas iter-
atively with minimum computer time requires the use of an efficlent
program simulating the response from dozens of thin layers. 1In
Kansas, wide offsets are not typlcally employed in CDP surveys, and
geologic structures that might be modeled are typified by gentle syn~
clines, anticlines, folds or normal faults. This makes the normal
incidence approximation of SYNSIZE appropriate. In these cases,
modeling a few CDP's at various locations in the line, in lieu of
simulating the response of the total structure, is helpful in relating
observed reflections to known rock layers. This became evident in
Model Set 3 when one of two proposed models emerged in the light of
geologlc interpretation consistent with salt dissolution as the cause
for the sinkhole.

Linear frequency dependent attenuation i1s supported by
Kjartansson's (1979) review of 25 attenuation papers. This attenu-
ation model is easily introduced if calculations are performed in the
frequency domain. A visual comparison of the synthetlc traces from
Model 3 with the real data shows that the synthetic data closely
approximate real data when frequency dependent attenuation is

included.
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Appendix 1 - Fortran 77 code for the program, SYNSIZE.
) TY SYNEX

SYNSIZE AUTHORIG. W, NEELY MAY 15,1985

A FROGRAM DESIGNED TO CALCULATE SETSMIL RESFONSES
IN THE FREQUENECY TUOMATN FOR FLAT LYING LAYERS .

THE FINAL FROGRAM OUTRUT 18 GISFLAYED AS A TIME DOM&LN
SEISHIC TRACE TNGLUDING TRANSMISEION EFFFCTS I.E. PEG-LLD
ANDI SHORT FATH MULTIFLES.

THE FROGRAM IS RASEN ON AN ALGORITHM DISCUSSED IN DETAILL
IN THE TEXTy REFLECTION SEISMOLDGY: A TOOL FOR ENERGY
RESOURCE EXPLORATIONs KENNETH He WATERSs 1981y JOHN WILEY
QND SONSO, Po 1480

THE USER SETS UF AN INPUT FILE CONTATNTNG THE Vai [ PARARETERS
OF LAYER THICKNESSy VELOCITY, AND U pALIES . 0 VALUES aRE
SOMETINES CALLED SFPECIFIC LUSS FACTORS,

AN EXAMFLE OF AN INFUT FILE MIGHT RE S

3

2000780000!2o27100

50091?0000!204!206

40,+10000.22,67+80,

20000.,452,5+40,

» 00025

1

10

90

vo

THE RELATIONSHIF OF THE ABOVE INFORMATION TO A GFOLOGLC HMODEL
IS SHOWN TN THE FIGURE BELOW. 0 UALUES DOCUMENTED TN THE
LITERATURE RANGE FROM 10 IN A VERY ATTENUATIVE SHALE

TO 500 FOR SOHE GRANITES.

WATERS GIVES AN EMFIRICAL RELATTONSHIF ZETWEEN COMPRESITUNAL
VELOCTTY AnD 1

Q=(VELDCITY *%2)/(10%%6) IN ENGLLISH UNTTS,
THIS SHOULD GET ONE ‘OFF THE GROUNDI® AND MDDNE) ING,

_«wunﬂ—"*,m~“MW“Wmmw“WWwWﬁnnwﬁwM“wmw,wmNWEUHFAQ[
DENSTTY=2,2 B=10
VELDCTTY=8000
T = INTERFAGE 1 (200 T
DEFTH 200 FT.

DENSITY=2,4 (=20
VELDCITY=12000
e e m e INTERFACE 2 (50 FTY
DEFTH 280 FT.
DENSTTY=2, 47 =80
VELDECITY=16000
e e INTERFACE 3 (40 T
DEFTH 290 FT.
DENSTTY=2,5 =40
VELDCITY=20000
INTEGER *3% AT THE BEGINNING OF THE DATALIST REFRESENTS
THRFE BOUNDED LAYERS SYNONTMDUS WITH 3 ACTIVE
INTERFACES IN THE HWODEL. UF 10 49 BOUNDED LATERS 1Y BE
SFECIFIED.
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THE REAL VALUE 00025 MEANS THAT THE SAMPLE INTERVAL OF THE

OUTPUT TRACES WILL RE ONE QUARTER OF A MILLISECOND,

INTEGE 1* ENGAGES THE SEISMIC RESFONSE

H ATTENUATION.
CONSTANT Q0 I8 USED
TE THE AFFECTS,
¢ OF

N THE MODEL. A ZERO
OR EACH LAYER.

L ABOVE DATALIST GENERATES
ENCE TRACES FOR THE AROVE HOQDEL,

oy

e T —i e

P b o~ 5 Juy Yo e S

L’lmi——i;gm-—g
M=

S =T T 1]

ZHE{-;HPP

o S on g v o

'ﬁz‘:‘!—Z—.«{

~t

= Dﬁ?nm;’:;ﬂ

Sk
oG ZEoOImul
=ixs]

>

—

—

SYNSIZE CAN GENERATE 2048 DATA FOINTS OF DATA

50 A 23 M5 SAMPLE INTERVAL AS GIVEN AROVE WOULD GENERATE

512 MS OF DATA

INTEGER *90' IN THE ABOVE DATA MEANS THAT

A NINETY DEGRFE PHASE SHIFT WILL AFFLIED TO THE FINAL

T RESFONSE OF THE MODEL., AN ARRITRARY INTEGER

E FHASE SHIFT FROM -180 T0 +180 DEGREES MAY RE USER
FIED, THE FRE-FHASE SHIFT DATA SAMFLES ARE SFPACED

S5y AND THE OFPERATIONS FACILITATING THE FHASE SHIFT

RMED IN THE FREQUENCY DOMAIN TO YIELD PHASE SHIFTED

UITH THE SAME SAMPLE TINTERVAL TH THE FINAL TIME TNMATN PL

THE USER MAY WANT T0O CHANGE THE NAME OF THE SFREX FILE
THAT IS OFENED TN SUBRRDUTINE SPEX,  THIY T8 THE FILENAME
THAT IS5 USED IN THE FLOT RUN T0O GET A L

H
ON FAFER. A VARIAN FLOTTER HAS REEN USED

AT
ARE
NnaTy
0r.

l? 91 TH RESHONGE

£
SPEX (SETSMIC FROCESSING EXECUTIVE, A& RFGLSTERED TRAUGEMARK
DF THF QYTFPH CORFORATION, 1982) MAY RE USED FU FILTER THE

RESFONGE

DUE TO THE PHENOMENON OF WRAFAROUND- THE CYCLICAL
SUFERFOSTITION OF MULTIFLES ON TOP NOF THE RECORD
AS IF THE TRACE WERE SPLICED HEAL TO TATL- THE
FROGRAM MUST USE FOUR TIMES THE NUMBER NF SAMSLES
AS THE DESIRED RECORD LENGTH.

THE USER NEED NOT WORRY ABOUT THIS FROBLEM, RYNSTZE
HAS EEEN WRTTTEN TO FRODUCE 2048 SANFLES OF 2%

M5 DATA.  THE CALCULATIONS ARE DONE OVER 8172 rUTN T
FREVENT WRAFAROUNI,

THE REAL VALUE
?Af MUM ATTENUA

-

“y THE AROVE OATALI&T I¢
{ TIN LLlwa Y THE Phﬂ:ﬁﬁm<
THIS I§ FAICULATEH - APPEARING [N SYONFY F,
CLARKS HANDROOK OF Cal CONSTANTSy GSA HEMUIR ¥/, F
ALPHQS(DELTA(E)/E)*(FREGUENCY/E*UELUCITY)
WHERE
ALFHA= THE ATTENUATION COEFFICIENT

DELTACE)Y/E= THE STRAIN ENERGY LOST PER CTYCLE,
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THE LARGEST DOCUMENTED ENERGY LOSS FER CYCLE FOR A Wavl 1§
SHOWN ON F, 189 OF THE HANDROODK, A WAVE TN THE FIERRE GHALE
CAN LOSE AS MUCH AS ,688/1 OF 178 ENERGY FER CYCLE AT A
FREQUENCY OF 9950 HZ, THE VELOCITY TN THIS SHALE 13
APFROXIMATELY 6100 FT/8ECs S0 ONF MAY CALCULATE A MAXIMUH

DOCUKMENTED ATTENUATION CREFFTICIENT OF
(,688 ®(950 CYCLES/SECY) /7 (2.0 % 4100 FT/SEC) = .QU14
IF 9971 OF THE ENERGY OF & WAVE WERE LO&T PER CYCLE
ANDU A LOWER LIMIT ON COMPRESSIONAL WAVE VELOCITY 0OF 300 FT/SEC
FOR S00 HZ WAVES WERE USEDy AN ARSOLUTE MAXIMUM ATTENUATION
COEFFICIENT WOULDr BRE ARQUT .G,
THIS ALSD FPLACES A LIMIT ON Gy HINCES
O = (FI % FREQUENCY)Y / (ALFHA x VELOCITY)

THE LATTER PARAMETERS THEN YIELD A MINIMUM REALISTIC
QOF 1.57,

THE FROGRAM WILL TISSUE A WARNING MESSAGE IF THE hTIFleTTON
COEFFICIENT CALCULATED FOR A LAYER T§ ARODVE THE SFECIFTED
MAXIMUMs DR IF 0 IS EELOW 1,57 (SURRDUTINE OTTFNU).
*****x***x%**t*x**x*x*x**x**xxxkt ISP S P ESITIPES PO LS
SURROUTINE URFOSES
#*K***XX*******X*****X**k*kt**##******k*********k#*****#*
ATTENU CALCULATES ATTENUATION COFFFICIENTS
ARIRAT CALCULATES COMPLEX ACOUSTIC IMPEDRENCE
RATIOS
CREFCO CALCULATES COMPLEX REFLECTION
COEFFICIENTS
START INITIALIZES THE RESFONSE TTERATION
CARAT FERFORMS THE RESFONSE ITERATION
FFT FERFORMS THE INVERSE FOURIER TRANSFORM
SFEX GENERATES HEADERS FOR A SPEX FTLE NEEUED

TO PLOT THE SYNTHETTC TRACES
ESSE S PEEISTE ST EI SRR T EL ST LTS AT ESE AL T NSO SREE LR
THE DETAILED PURFOSE OF EACH SUBROQUTINE AND

THE HEANTNG 0F INTERNAL VARIABLES, THORE NOT [MFUT BY
THE USERy 15 DISCUSSEDR TN AN INDEX OF VaRIARLES AT THE
REGINNING DF EACH SURROUTINE.

DECLARATIONS FOR SUBROUTINE ATTENU,

REAL OMEGA{SL9 21y VELSCLO0 » IUCLO0) v ATDER (100D

REAL QUF‘lOO);“TNTf!Ilelf L\yil-‘SMA( R

INTEGER NUMNUME SAMN QOF

DECLARATIONS FOR SUBRQUTINE ATIRAT NOT ALREADY DECLARED.

REAL RHOC100)yX(100)
COMFLEX KAY (993

DECLARATIONS FOR SURROUTINE CREFCO NOT AUREADY DECLARED,
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COMFLEX REFCOCED)
C DECLARATIONS FOR SURROUTINE START NOT Al REALY DECLARED
COMPLEX SEED

C
% DECLARATIONS FOR SURROUTINE CARAT NOT ALREADY DFCLARFD,
[: COMFLEX ANFRAT
g NECLAKATIONS FOR SUBROUTINE FHASE NOT ALREANY OFCLARFD.
) REAL OFER(128)
o
0 NECLARATIONS FOR FTNAL DUTFUT, UNE FINAL
C QUTFDT VALUE GENERATED FOR EACH FREQUENCY AND
¢ NECLARATIONS FOR AFFLICATION OF 90 DEGREE FHASE
C SHIFT NFERATOR AND ATTENUATION COEFFICTENT LIMIT.
W

COMPLEX FOUT(B192), TUDF (4095)

REAL RFOUT, TFOUTYC(B445)
] REAL FHASER,ULAC
[
C VARTAELE DECLARATIONS FOR AFFLICATION OF HANNING WINDOW
¢ AND  FRINTING OUT TRACE VALUES.
#

REAL XREAL(8192), XREALA(BLY2) s HXREAL /W (40977
. TNTERER TRNUM DLy SHL «OL Ty SUTy IUG y GRF 0 HIO SR
C
- OFEN(LYsFILE=" 15120 GORAY SSYNIN)
C THE TRACE VALUES AND INFORMATION ON [MTERMEDTATE
0 QUANTITIFS CALCULATED RY SYNSIZE ARF IN FIL
C GGIAY ! SYNOUT,
I

DFFN(LBFILE=/1S100  GODAY ISYNOUT )

C
¢

READ (LY %) NUH
C
] READCL v %) (XCT) ) VELS(TY s RHOCT) s QUE (T2 =10 NUNY
.
] REAT(LO s #)VELS INUM4 L) » RHOCNUME 1) » QUE (UM 1
G
) REATICLY s %) SINT
.
, REALNCLS s %) QOF
o
) READ LSy %) TRNUN
[ '
: REAT(L? %) FHASER
N READ (19 ¥ ULAC
I
- GANN=B197
N CUL* 18 THE UFFER INDEX LIWIT DF FREQ,DOMAIN CALCULATIONS.
C
) Ul=(SAMN/2) +1
>
C GENERATE & HANNING WINDOW,
; ULT=INT (UL/ 27

L
SUL=ULT+I
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N0 53 JJd=1,ULT
WIS =1,0
CONTINUE

THIS GIVES FI TD HIGH 4CCURALY.
FI=ATANCL.0) kA4

D0 54 KKK=SUL UL
WORKK) =45 + (S0 KCOS(FIHIRKK-2048)/2048)

CONTINUE
WRITECL8 &) " HORK A K KRR KKK KR AR MOKR R R KRR KRR KRRk
WRITE (185 %) *FROGRAM QUTPUT---~GYNSI/E AUTHORSIG W NEELY®
WRITE(1By %) *KANSAS GEOLOGICAL. SURVEY . MOFIWFE®
WRITE(18y %) "CONE COMPLETELD JULY 1, 198% Rl KNAFRE®
WRITF (U8 k) SRR 0RO OO0 RO R R Ko
DETERMINE TWO WaAY INTERVAL TIME FOR EACH LAYER AND
CUMULATIVE TWD WAY TRAVFEL TIME TO THE RASE OF EACH
LAYER AND RISPLAY,
DEFTH=0,0
TCUM=G .0
WRITEC(L8y k) *LAYER  THICKNEGSS NEFTH VELOCTTY  2-WAY CHMUL&TTVE?
WRITE(1IGs %) TRAVEL TIRE (nE):
Do 77 I=1,NUM

T2UAY (1 )=(X{1)%2000,) /VELS(T)

TCUM=TCUMET2WAY (T

DEFTH=DERTHEX (D)

FRINT OUT TRAVEL TIME INFORMATION.

WHRTITEC(L8, 92 Ty X (1Y s DFPTH VELS Uiy TCUN

FORMAT (1K I776XyF5.1’éX!Fé.1v6ﬂineQ;/X;F”.])

CONTINUE

WRTTE (L8 % * ¥ 00K KKK KOK 0K ¥OR KKK HOOK KOO OR R ook Kork

DBETAIN “E* TO HIGH ACCURACY
Y=2,71826818284959040

CALCULATE THE FROFER  FREQUENCY INCREMENT FOR INVERSE
NISCREET FRURIER TPANW(UHM

THIS [5 NECESSARY SINCE THE REAPONSE 9 GENRRATED IN THF
FREQUENDY DOMAIN,  THE RANDPASLL h [HE RESEONSE AUET RE
SFECTFIED, THIS 1% DONE AUTCMATICALLY 87 Tkt PhUHRAM,

THE EANDFASS T8 SPLIT INTO INCREMENTS 10F WlnTH FING WHERE
FINC=(1.0)/(SAMNXGINT)

THE BANDFASS 1S FROM OMEGA 1Y -7ERD FREQUENTY- TO DHFGA(2049)~
THE NYQUIST FRERGUENCY.

THE AMGULAR FREQUENCY INCREMENT In
DINC=2,0¥FIRFINC
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GO

[ e T2 or]

[Seianiveies}

EXFRESS THE SAMFLE INTERVAL IN SAMFLES FER MTICROSECONI
SR=INT(SINTX1000000)

SURDIVITDE THE BANDWIDTH INTO GFBHENT% AND LOAD ARRAY OHFGA
CONTAINING FEACH ANGULAR FREQUENCY FOR WHICH RESFONSE I35 CAL-
CULATED.
OMEGA(1)=0.0

e 5 I=2,UL

OMEGA(TI Y= (I-1)X0INC

CONTINUE
WRITE(18y%) " THE IMFULSE RESFONS F HAS BEFN FﬁlCU!ﬁTEU FROM®
WRITE(18sk) "ANGULAR FhFQUENCY te-OHEGACUL)» " TO ANGULAR®
WRITECLS, %) *FREQUENCY  *»OMEGACUIL)
THE CALLS ON THE FOILOWING NAMED SURRQUTINES ARE NFSTED
INSTUE OF A DO LOOF AND MUST RE CALLED FAR EACH ANGULAR
FREQUENCY .,
THE RESULT OF EACH PASS THROUGH THE LOOF I8 A SINGLE UOMPLEX
VALUE v “AMPRAT®, YAMFRAT'S REAL FART 185 USED TN A SIMFLE
FORMULA TO OBTAIN SFISMIC AMFLITUDE.
DO 8 M=1,UL

CALCULATE THE ATTENUATION COEFFICIENT
FOR EACH LAYER.

SET FLAG TO ONE IF AT MAXIMUM FREQUENCY
IF(M.EQ.UL)THEN
INDT =1
ElLsE
INOT=0
ENLIF
CALL ATTENUSNUMsOMEGA(H) s VELS» QUE,ACOEF s ZUSQODF INDE S ULATC)

GIVE THE VALUE OF THE ATTENUATION COEFFICIENT AT THF
LOW AND HIGH END WITHIN THE DESTGNATED HANDFASS.

IF (DHEGA(HM) JEQ,OMEGA(L) YTHEN
WMRITECLE k) KR ROROR KRR KR R KRR R Kok
WRITECL18,%) "THE ATTENUATION COEFFICTENT FDR -
wR}Tk(187k)'LAYLR5 FOR ANGULAR FREQUEMLU A UMEDA T
MleF(181*)"******#**f*k**##**!#*#**#*#t***%%x#*t*‘
TFONUMLGT 1) THEN
WRITECLS &) "UFFERMDST LATER " ALOFFCD
D0 12 K=2,yNUM
WRITECLB k) "BOUNDED LATEC  “aket “allbr Ny
COWNTINUE
ELSE WRITECLIBy %) *LOWER HALF SP&CE  "+ADDEF(NURA+
.5
WRITEC18,%)"8INGLE BOUNDED IAYFF CyALOEF (L)
WRTITE (18, %) *LOWER HALF SRACE  *,ACTEF (2D
ENDIF
ELSE
ENDIF
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IF (OMEGA (M) EQ.OMEGACUL) ) THEN
WRITE (187 %) * RRKKKRKRRRR KR AR RRRRA R KRERR IR KR KR KK
WRITE(18, %) *THE ATTENUATION COEFFICIENT FOR THE®
WRITF(18,%) ‘L AYERS FOR ANGULAR FREQUENCY *yOHEGA(UL)
WRITE (187 %) * KRR ERR KKK KR KKK KKK KKK R KRR R &
TFCNUMLGT 1) THEN
WRTTE(LS k) “UFFFRNOST LAYER "5 ACOEF (L
DO 21 K=2yNUM
WRTITE(18,%) *EOUNDED LAYER *yKs'  *4ACOFF(K)
2 CONT INUE
cLst WRITE(18,%) *LOWER HALF SFACE  *yACOEF (NUN+L)
WRTTE (18, %) *SINGLE BOUNDED LAYER ) ACOFF (1)
WRITE (18, %) "LOWER HALF SFACE  *»ACOFF ()
ENDTF
ELSE
ENOIF
;
C CALCULATE THE RATIO OF COMFLEX ACOUSTIC IMFEDANCES FOR EACH
L INTERFACE
“ CALL ATRAT(VELS)7ZUrRHO,NUMsRAY)
C ‘
C
IF (OMEGA (M) JEQ.OMEGA (1)) THEN
WRITE (187 %) " KKK KRR KRR KOO KKk
WRITE (18, %) ' THE COMPLEX ACOUSTIC IMPEDENCE RATIOS FOR
WRITE(18+ %) "FARH INTERFACE FOR ANGULAR FREQUENDY * OMEGA(1)
WRTTE (18, %) OUKCECREKORK KRRk R L KRR LRk
IF(HUM.GT, 1) THEN
, WRTTE (LB, %) *RASF OF UFFERRDET LAYER *+RAYT(1)
DO 18 J=1s NUM
WEITE(18y%) *RASE OF BOUNDFD LAYER s ls'  “yRAY(D
18 CONTINUE
ELS 4 _
WRITE(18y%) *BASE OF SINGLE ROUNDED LAYER *yNAY(D)
ENDTF
FLSE
“ ENTITF
C
[F(OMEGA (M) EQ,OMEGA(UL) ) THEN
WRITEC18 %) " KHRKRRER KRR KRR K LR KR KK R
WRITE(18,4) ' THE COMFLEY ACOUSTIC IMFEDENCE RATIOS FOR
WRITF(18s%) "FACH INTERFATE FOR ANGULAR FREQUENCY *yOMEGACUL)
WRITE (L8, %) *XXKROKKEEKKRR KRR K KRR AR KRR R RRE E
TFONUML, BT, LI THEN
WRTTE (18, %) *RASE OF UPPERADST LAYTER s KAT(L)
D0 81 J=2yNUH
WRITE (18, %) *BASE OF EOUNUED LAYFR  “vJr*  *sRKATLDD
g1 CONTINUE
ELSE
WETTE(18s%) *BASE OF SINGLE ROUNDED LAYER *yKAY(1)
ENDTF
ELSE
i ENDIF
C
C CALCULATE THE COMFLEX REFLECTION COEFFICIENT FOR EACH
C INTERFACE .
C

CALL CREFCO(NUM/RAYYREFCD)
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SUBROUTINE CARAT IS8 NOT NEEDED IF THERE I35 0ORLY ONE
REFLECTING HORIZON.

TFONUMGT 1) THEN

{
G
»
£

¢
LO=0MEGA (1)
. HI=0MEGA (UL)
e
CALL CARAT (NUMIREFCOyACOEF s Xy VELSyOMFGA (M) ySEED O HT
- 1 AMFRAT)
e
ELGE
ANFRAT=SEED
ENDUIF
g
c DETERMINE FINAL OUTFUT FOR A GTVE FRFQUENCY OMEGA.
g ANIU STORE TN ARRAY FOUT
’ FOUT (M) =AMPRAT/ (AHPRAT -
C
§ CONTINUE
g
¢ MULTIFLY THE OATA TIMES A HaNHING WINDOW.
C
00 5% LLL=2y UL
FOUTILLL) =W (LLLYKFOUT(LLL)
59 CONTINUE
C NOW TAKE THE COMFLEY CONJUGATE AN LUAD INTO A MIRROR ARRATY.
C
0
SUn=UL-2
g
” [0 17 NNN=1,SUD
TUDF LNNN) =FOUT (UL -NNN)
17 CONTINUE 1
e o
¢
) DUS=UL+1
’ D0 93 LLL=DUS, SAMN
FOUTCLLL)=TUOFCTTT)
[TT=111+41
REOUT= &FAL(FUUIfllli)
Q0T - Hrmmu QUT(LLLY
FOUT(LLL Mle(\FJUI E AT
iR CONTINUE
(.
¢
C AFFLY THE DESIRED FHASE SHIFT
0
TF (FHABER  NE L0, ) THFN
WRTITE (LIS £ *FROGRAM TEST®
WEITE(L8,4) *FHASE= *FHASER
WETTE (L8, %) " FHASE SHIFT DFTUON FHBAGED®
WRITECLS 1K) RROCK KKK KRR RRKRRR KRRk
FHASER=FHASERK(FT/180,)



% FIND MAXIMUM ANDN ZERQ BELOW 1710000 OF MAXIMUR,
. AMAX=CARS(FOUT(2))
no 902 I=1,5ANN/2
AMAX*AMAXl(AMAXvEﬁBS(FOUT(IJ))
302 CONTINUE
N0 236 I=2ySaMN/2
XY X=REAL(FOUT(T))
YYY=A[MAG(FOUTCIN
AMF=CARBOFOUT (D))
LF (AME, LT ANAX/ 10000, )60 T E34
THETA=ATANZ (YT Y XX
THETA=FHASERTTHETA
FOUT(I)=CHPLX(AMP%CUS(THETQ)rAMP*SIN(THETA)J
FOUT(SAMN"I+2)ﬁCONJG(FUUT(I))
334 CONTINUE
ELSE
ENOTF
C
. CALL FET(SAMN,FOUT»+1.)

o 777 1=1ySAMN
Oy =REALCFOUTCIN)
77 CONTINUE

B
¢ MAXTHUM DEFLECTION SOR SFEX WITH ND GATN AFFLIFH 8
C 4000 80 THE MAXIMUM TRACE WALHE SHOULD RE SET T0)
C 2000, AND ALL THE DTHER VALUES SHOULD RF STALEL
g ACCORDINGLY .
g FIND INDEY FOR DISFLAYING 512 M& OF DATA.
’ SAM=TNT (GAMN/ 4. 0)
¢
- YREALACL) =ARS(O (L)
’ MYREAL=XREALACL)
nn 998 MM=25AM-1
YREALA (M) =ABS (T (MM
MYREAL=ANAX L (MXREAL XREALACHNY
398 CONTINUE
G NOW GCALE THE TRACE UALUES
¢
GCALE= (6000, /MXREAL)
. N0 996 MM=1:SAM-1
¢ A 1122 L2:
o FOLARTTY
{ R EEERKE
COMMY = DOMHY®S0ALE
954 COMTINUE
¢
0 FOR CONDEO DATA. ZERD OUT *FARLY REFLECTIONSS THAT WOULD
L WE ORGCURED 0N REAL STACKED DATA DUE TO HMUTINE.
¢
ng 997 #MH=1,180
COMMY =00
6§97 CONTINUE
L
¢

3



[eieriarl Sty
i £
2o

£

WRITE CL8 %) " 400K KOORS00 OE R KR K KO0 KKK R OO OO0 R 0k

WRITE(18s%) *THE TRANE VALUES ARE"

FROFERLY TIME DISFLAY PHASE EHIFTED [tATA,

N0 31 LTI=1s34M,3

TJ=11+4
TFOLJLGT . 5aM)T)=8AM
WRITE(IB10201I-15(CC v d=TTvI4)
FORMATIT4 S0 F7.1))

CONTINUE

NOW CaLL SUBRDUTINE SFEX T FLOT THE DATA
CALL SPEX(C»TRNUMY SAMN SR)

CLOSE(L8)
CLOSE(19)
STOF

ENL

14



CHOKK R R KRR IR KKK RO KOK KKK AR KKK O KOOR KOO KRR R R LR Rk
SUBROUTINE $6T%N

LAYER,
INDEX OF VARIARLES!

"

:"3'-3’“1{‘3(——‘{'.30(_3000{“; OOOnOOOnCGOoee T

FURFOSE!

A % INDICATES THAT THE VARTABLE I8 INF

ALCULATFE AN ATTENUATION COFFFICIENT FOR EACH

THE MEANING OF % VARIARLFS
OF THE FROGRAM.

NUN=X

15 0Iscy

OMEGA= AN ARRAY CONTAINING THE
WHICH THE RESPOth
FOR ZFRO

I
I
VEL 8=k
QUE=%
U= & G0
15
HODE

5 Z
g 9

25

“~

EROD >y

'
4

B00 FOR

A

l

§ UATA IS BFING

E
- R

N
by

IN THE CODRE.

SURROUTIN

TF(QOr,

NE

T
I

FACTL
TS K

ATTENUCNUN
VARTAELE DECLARATIONG.

INTEGER NUMstlUME, QOF
REAL OMEGA» VELS (NUME 1) ZUCNUMEL)

ACDE
UE
EQUALS 1
FERFORMED FOR TH
T MAY [HUM ATTE

IFCINDTVEQ. L) THEN

ENDIF

CONTIN
IF “THpI™
ARE BETNG
COR

s

Do 329 I= 1;NJ

eal """.

b

—

bt
=T

TRESFONDS

L e b e

MaOMFGASWELS Y QUE s AROEF

{
FREQL
NYQUTST

L)

‘.,
GF

SO/ 02%QUECT
lﬁbvﬁtf’U’

(Th=0.0

f
TSED NEAR

UT RBY THE USFR,
THE REGIMNING

BISCREET FREQUENCY YALUES FOR

ALCULATE, THE VALDE TN OMEGA(L
FNCYs WHILE THAT IN OMEGA(4097)
REQUENTY OF 2000 HERTZ, STNCE

NERATED,

NARY COMPONENT OF VFLOCITY, TH
FREQUENCY TEFENTENT ATTENUATIO
TP TO VELODCITY AN *Q° 18 EVID

Y2 ACOEF (NUMH 1) 2 QUE (NUMA L)

[y /ZUELSCT ) k%2

THEN UHFbm

E

IS A ﬁAY[WIM CALCULATIONS
HIGHEST thﬂ LENGY TH}
“HHTIUQ FOR & GTUEN LATER,

15

X

S EE SRS S
TWARNING Y P
WOFOR LATER

YARENE LR R Ry

3 -A—«-

LS
'
K

*«w—*

¥E LK **X*%‘
EERERERNN

KRR EEERR

*****k********&***#****#*****#***#******#kk#*K**A*X****X**K**#X#XKK*
21 Q0P IND L ULALY

)



IF (ACOEF(I),GT.ULAC) THEN
WRITE (18 %) *XXERKKKKRKE KRR EAAKE KKK LRARAE N
WRITECLSp k) UL U T E LU T VWARMTING i bbb g
WRITE (LR %) *THE ATTENUATINN COEFFTICTENT FOR®
WRITE(LB, %) "LAYER 5 [+* 15 MIGHER THaMN THE HALTHIUM
WRITE (18 %) *ATTENUATION COEFFTCTENT SPECIFIED TH*
WRITE(18Bs %) *THE LIST OF INFUT FARAMETERS.®
EE%EE(18;*)'****#********m*********kk**x**kt*k*k‘
ENDIF
329 CONTINUE
ELGE
ENTLTF
RETURN
- ENTI
ERRK KRR KKK KKK KK KKK KKK AR KKK ORI KO0 KR KR KCROOKR RO COO0EOR Kk
C SURROUTINE AIRAT
c FURFDSED TO CALCULATE A& RATIO OF COMPLEX ACOUSTIC TMFEDENCES
C ACRNSS EACH ACTIVE THTERFACE,
% INDEYX OF VARTIABLES!
g VELG=%
% 7U= SEE SURKOUTINE ATTENU
G RHO=%
C
e NUM=%
£
¢ KAY= AN ARKAY CONTAINING THE RATIO OF COMPLEX ACOUSTIC
C IMFENANCES, THERE TS ONE RATIO FOR EACH INTFR-
¢ FACE, THE SURFACE 18 wa COUNTED AS AN INTERFACE,
£ THTIS T8 TRUE THROUGHOUT THE FPRUOGRAM.
e
ERRKEREEEEL AR AR KR KKK KRR KRR R OO O
¢ ‘
, SURROUTINE ATRAT(VEL Sy ZUs RHOy NUMy KAT
"
% YARTABLE DECLARATIONS.
i REAL VELS(NUM4 1) » ZUCNUM+1 ) y RHO(NUMED)
) COMPLEY KAY(NUM) ¢ TRE,EDT
v 00 10 I=1.Mih
TOF=CHPLYCVELSCIHL 200 IH L)
ROT=CMFLY (VELS( L) 20CT) )
KAY(To=( (TOF/ROTYKRHOCTH1) /RHOCL )
10 CONTINUE
RETURN
END
[
PR ER KRR RR KR HOR KRR R R AR R KRR Rk %
P QUERD JTINF CREFCH
v FURPOSE TO CALCULATE @ COUPLEX REF)FOTLON
r COEFF 1 er SRE Eara INTERFACE .
0 INDEX OF UHRT I
£
¢ NUM=#
e
C KaY=SEE SUBROUTINF AIRAT,
e
¢ REFCO=AN ARRAY 0OF COMFLEX FE'tf‘l OM COEFFICIENTS,
g ONE FOR EACH INTERFAL

16



g****X**********************************X*X******#**XXX
’ SURROUTINE CREFCOCHUMyKAYIRFFCM)
C VARTARLE DECLARATIONS

COMPLEX KAY (NUM)Y»REFCOCNUM) » NUMFR» DENOM
DO 15 I=1sNUM

NUMER=1.,0~KAY (1)
DENOM=1,0+KAY (T)
REFCO (1) =NUNER/TENOH

15 CONTINUI

RETURN
C END
CRRKKKK KK KKK KRR KK KKK KR KKK KRR KRR KKK KRR ER OOk
? SURRQUTINE START
C FURFOSE ¢ [0 CINITILIZE" THE JPNAPU LTERATION
C EY AFFLYING THE CONDITIAN THAT NO REFLECTION
£ ARRIVES FROM BENEATH A GLVEN OFFTH, THIS HEFTH
p IS THE BOTTOM ACTIVE INTERFAGE OF THE MODFL.
g INDEX OF VARIAELES!
C REFCO= SEE SURROUTINE CREFCO
C
C X=X
G
; VELS=X
¢ OMEGA= SEE SUBROUTINE ATTENU.
C
¢ NUM=K
L
C SEEN= THE CALCULATED RATID OF UF T0 DOWNGDING WAVE AMF-
e LITUIES FOR THE BOTNT JUST HELOU THE NEXT-TU
¢ THE-EOTTOM [NTERFACE. WIS 15 THE VaLUE USEN
C TO REGIN THE ITERATINN PROTESS [N SURROUT INE
C CARAT.,
C
CHRHRRKKHHRIH KRR RRKEEIRR KRR KRR R KRR R KRR AR K
l

UBKROUTINE START(REFCDy X ACOEF s VELS s IMEG Ay NUMs SEE D

e
; VARTAELE DECLARATIONS
” COMFLEX REFCO(NUM) »SEEDEXPONy TFRMA

REAL X(NUM),ACUFF(NUM+L).“I!% NUMEL) » ARG

KEAL DMEGA» Ay By Yy TERMB
o
C

Y=7 7IR281R 20455047

ARGS (-2, K (X CNUMY AUELS (NUM ) ) XONEGA

A=C0S (ARG

F=GIN(ARG)

TERMA=CHFLX (AsE)

EXFONS(=2, 0 k(ACOEF (HUMY Ik CCONUND 3

TERME=YKEEZFON
m SEED=REFCOCNUAYKTERREY TERNA
t.
5

RETURN

END

1



CAKRKRRRERE KRR KRR KRR R KRR KRR KKK KKK KRR K %
p SURROUTINE CARAT

C FURFOSE ! TO TTERATE UFWARD THROUGH THE MOIEL LAYERS

C UNTTL THE RATTO OF_UF TO DDWN TRAVELLING WAVE AMF-
¢ LITUDES JUST BELOW THE SURFACE IS OBTAINED, THIS

C TS THE DEFENDENT UARIAKIE *AMFRAT' USED [N CALCULAT-
C ING THE SEISHIC TRACE.

g INDEX OF VARIABLES!

g NUM=X

g REFCO= SEE SUBROUTTNE CREFCO,

g ACOEF= SEE SUBRDUTINE ATTENU.

g X=X

C VELS=¥

L

c OMEGA= SEE SUBROUTINE ATTENU,

g SEED= SEE SUBROUTINE START,

C LO= ZERD FREQUENCY.

C

C HI= THE NYQUIST FREDUENCY TTHES 2 ¥ FI.

W
KKK KO K O KKK KO K KOOOOE RO KRR O0 KOO KRR KOO KRR 0k

1 S%Fi%UTINE CARAT (NUMIREFCOy AROEF y Xs VELSy OMERAs SEET LOHT »
] #
% UARTABLE DECLARATIONS,
’ COMPLEX REFCO(NUM) s AMFRAT » AME» POWER» SEET
REAL axnt;<NnM+1>,x<NUM;,uELs<NUM+1)
REAL OMEGArAs By Y L0y HI
™
C USE THE VALUE OF "SEED* ALREALY CALCULATED,
i,
AMFRAT=SEED
Y=, 71IR281328459045
[=NUM~1
12 CONTINUE
QJAEOEF([7*XfI)k V0
¥=<§ TY/VELS (1) Y 0ONERAKD L0
4
_ FOWER=CHPLX{a B
¢
A AMP = CARFRATEREFCOCL )/ (LHAMPRATEREFCO (L))
i AMPRAT=ANP X (YREFOWER)
e
TF(OMEGALEQWLD) THEN
MRITEﬁloy*)“&#*¥$#¥kkk***kkk¥*#k#*«tfVXY«*%ttﬁxk**%*‘
WRITE (18, %) *THE VALUE OF AMFRAT FOR LAYER )1
WEITECLR, %) *FOR ANGULAR FREQUENCY L0
WRITE(18,40) 'x***A********#*k*#***#***x%x*x***$*#+¥x*‘
WRITE(L18 %) AMFRAT
ELSE
) ENDIF
L

18



T30

20

ITFCOMEGALEQVHI ) THEN ‘

WRITE (18 s4) XK RO0O0RK OO0 R R 1k
WRITE(18s%) *THE VALUE 0OF AMFRAT FOR LAYER sl
WRITE(L8yX¥) "FOR ANGULAR FREQUENCY  *»HI

WRITE (18%) " RARRROOO OO KRR KOO OO OO0 Kk
WRITE(1By¥)AMPRAT

ELSE

ENDIF

I:I '

IF ¢ I.&G.O)bO TO 20

GO TO 12

CONTINUE

RETURN

END

(
CRRKHRHERKRKEKRKRK KA ISP PSP TIPS TSRS IS FASN SIS ELAL

e

C
{
{:
£
{:
G

SUBROUTINE FFT

FURFOSES TO CALCULATE AN INVERSE FOURIER TRANSFORM 80
THAT THE FREQUENCY DOMATN RESFONSE MAY RBRE DIS-
FLAYED AS A TINE TRACE.

INDEX OF VARTABRLES,

LX=  THE LENGTH OF THE ARRAY FOR WHICH THE IFT Is
CaLCULATED.

CX¥= THE TRACE VALUES, FASSFD IN IN THE FREQUEMCY DOMATN
ANDV FASSED QUT IN THE TIME TOMAIN,

SIGMI= USE SIGNI= +1 FOR THE INVERSE FNURTER TRANSFORM.

22T S PSS EEE RS SRS ETETETSLEI TSI EESTILI TSI ITIC LSRN

SURROUTIMNE FFT Xy CaySIGND)

C*#X**X*X*******k***********#********X#*X******#*k%*******k***t

C

10
20

COMPLEY CX(LX)Y »CARG CEXF s DWW DTENMF

J=1

GL=5QRTIL, /LX)

0 30 I=1sL%
TFCLGT 60 T0 10
CTEMP=CX{D) XS0
CXC=0X (T %50
CACT)=0TENP

M=l X772
IFCJWLE G0 TO 36
J=J-t

MaM /2

TF{M,GE.LIGn 10 2o
NENE

=

157

1o

Ch

CW

o

LT

Cx

CX

L=T

IF

RE

ENT

19



KERN

kX
TERVAL)
REKKR AR

AKX
yIN
EXR

%

KERKERERE KKK
ACE S NIAMFLE
KEXERKRKRK

3% 23

U 36

g

SUBRROUT TNE

DRRERRKKERREKR KA KK
CHKRERBRERRRKKKK KKK

VARTARLE DECLARATIONS
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Appendix 2 -~ Input parameters for Model Set 3, model 1.
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Appendix 3 - Input parameters for Model Set 3, model 2.

) TY SYMNIN
47
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